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Abstract-In this paper, we have work on the enhancementmda lifetime in the sink of sensor networks. The
main objectives are determining the quality of gy of the network and maximize the battery lifeti The
problem of estimating redundant sensing areas am@mghbouring sensors is analysed. We present simpl
methods to estimate the redundancy without the letye of the location or directional informatiomeEgy
usage must be restricted to attain improved lifetih the sensor. The primary objective of this wisrlsensor
deployment under optimal location with enhancedwvoek lifetime. The secondary objective is to scHedu
sensor nodes with highest possible lifetime andimam efficiency. This paper solves the coverageblenm
with a maximizing lifetime in wireless sensor nodes

Index Terms-Wireless Sensor Scheduling, Battery Lifetime, Sernseployment, Coverage Problem, Energy
Efficient

One of the main issues faced in the deployment
techniques of WSNs is to target the areas where the
1. INTRODUCTION sensors will be deployed in order to fetch the-taé

Wireless Sensor Networks (WSN) can b . : iy
considered a particular type of Mobile Ad_hocedata for analysis as per the requirements effisient

this phenomenon is also referred as target coverage
Network_(MANET), formed by hund_reds or thousand roblem. Another issue is to maximize the battéegy |
of sensing devices communicating by means

i N X . f the wireless sensor networks we have implemented
wireless transmission in a respective sink. Reseainc

o . heuristic approach scheduling algorithm in order to
WSNs and MANETS share_smllar tephmcal problem nction only required wireless sensors in the
Consequently, simulation is essential to study WS

being the common way to test new applications a rticular area in order to maximize the battefey dif
. ! X e WSNs respectively. Basically, coverage problem
protocols in the field. This fact has brought a néce b y Y ge p

. . ; can be divided as area coverage problem and target
boo"? O.f S|mula_t|on tools a_lvallable to model WSN. coverage problem. In area coverage, the main fiscus
Similarly, implementing a complete model

. : on monitoring the whole region of interest, in athe
requires a considerable effort. A tool that helps t 9 9

! ) hand target coverage focuses on monitoring only
build a model is needed and the user faces theotfaskSpecific points in a given region. Target coverage

selecting the appropnate one. Simulation softwar, rther classified as simple coverage, k-coverage,
commonly provides a framework to model an -coverage

reprodgce the behavior of real systems. However, In simple coverage, each sensor node should be
actua! |mplem¢ntat|on and “§econdary goals” of .eacllﬁonitoring, at least, one target area. In k-coverag

tool d|f_fer considerably, that is, some may be gllesd_ sensor node should be monitoring each target area.
to achieve good performance and others to prowde'_?ere k is a predefined integer constant. But in Q-

simple and friendly graphical interface or emulatid coverage, suppose there are n a number of thet targe

capabilities. The opjectlve of this contrll_)utlon tis rea(T) and the same number of the sensor node, the
present an extensive survey on experimental t00%% least, one sensor node should be monitoring, at

especially used for WSN research purposes that qEast, one target area. Basically, using Sensor

based on various criteria, scenario .Cond't'onﬁf)eployment and sensor scheduling we achieved a
parameters and other factors, also presentmgtt‘rmfoSolution for coverage problem. There are two

relevant contents related to experimental toolsyels traditional ways for sensor deployment i.e. Random

35 fOC.tJSIH? on tlthe h|gh|ty dsummar|zedt IIT]temIZ] ar; eployment and Deterministic deployment. Apart
emerits of mostly presented expenmental toois1Witg, ) this, there are several algorithms which asedu

respect to WSNs. for sensor deployment for solving optimization
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problems. Similarly, there are several ways of cotimg

deployment locations. Bio-inspired algorithmsy. generate a schedule {C . ., G}, for {ts, ..., §},
prove to be effective for solving optimization gych that for all ticks,
problems. * each target is covered by at least k sensor nodes,
1<k<m
2. PROBLEM STATEMENT * network lifetime) tjis maximized.

In the previous case of wireless sensor networks th
main issue observed was the battery lifetime of the 2.2. k-Coverage deployment and Scheduling
sensors which on complete analyzing we foun&iven a set of sensor nodes S 3.{S, . . ., } with

heuristic approach algorithm can be used fopattery power B = {b b, . . b, energy

. . _consumption rate for Sand a target set T = {TT,, .
scheduling of sensor networks and only requwea_'.rn}' place the nodes such that each targeL ¥ | <

sensors will be turned on when required rest oth(i::]r is covered by at least gensor nodes and to
' ]

sensors will be in sleep mode and in this way thgaximize U. generate a schedule,{C. ., G}, for {t,
maximum region under the sink will be sensed,,,tj}, such that for all ticks,

respectively. Similarly, the other main issue olsgdr « T ={T,, T,, .. ., T} is covered by at least Q=
was the deployment of the wireless sensor netwiorks {d1, @ . . ., g} sensor nodes, where each target
the targeted coverage area therefore, we can ese th Tj» 1 <] < n, is covered by at least q j sensor
artificial bee colony algorithm and particle swarm nodes o ) o
optimization algorithm in order to deploy the semso *  network lifetimetyis maximized.
in the targeted area from where they can cover the
maximum area for sensing and collecting the reaéti 3. EXISTING METHOD
information respectively. The objective is to dgplo !N the existing system, they use Artificial Bee
the sensor nodes such that the network lifetime iélg(_)rlt_hm_ (ABC A'go”th”.‘)- Particle S"Va_r”?

. timization (PSO Algorithm) and heuristic
maximum and to schedule the sensor nodes so as gﬁg

_ . o T orithm for Sensor Deployment to compute sensor
achieve the optimal network lifetime. To achievieis t deployment location. And heuristic algorithm for

two objects, the first phase, we need to find opp&l  Sensor Scheduling to maximize the battery lifetime.
Bound of network lifetime using coverage matrix.

Consider m no of sensor {SS,, ..., S} are placed for deplo;gnegl:%qggéﬁig Qrgx?'_ﬁeoﬁam there are n no of target,{T>, .

(1, if Si monitors Tj )
Mij —{0, otherwise Sensor nodes are placed randomly; the deployment

Eqa. (1 locations and schedule are decided at the basenstat

a. (1) ) :
. o according to the deployment of sensors. In this

wherei=1,2,...,mandj=12,...,n. proposed approach, there are two phases: the first

We define b= b/e to denote the lifetime of battery, phase is sensor deployment and the second phase is

where bi is the initial battery power andi €ggnsor scheduling. In the first phase of sensor
is the energy consumption rate of Si. The Uppe”uoudeployment, we have used artificial bee colony

is the maximum achievable network lifetime for &y qqrithm and particle swarm optimization. Alsatfie
particular configuration, the upper bound is caitell  gecond phase for sensor scheduling, we have used th

as, I heuristic algorithm.
. .[(Z Mij * bl)]
U=minj|[———
qi 4.1.
Eq. (2)
For k-coverage,qj=k,j=1,2,...,n.

Second think need to solved coverage problem. The
coverage problem can be classified into k-coverage
&Q-coverage which is as follows:

2.1. k-Coverage deployment and Scheduling
Given a set of sensor nodes S 3,{S, . . ., $} with
battery power B = {B b, . . ., b}, energy
consumption rate for Sand a target set T = {J T, .
., Tn}, place the nodes such that each target is
monitored by at leadt-sensor nodes and to maximize
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Figure 1Flowchart

4.3. Sensor Deployment:

4.3.1. Artificial bee colony algorithm for Sensor
Deployment

Artificial Bee Colony (ABC) is one of the mo
popular swarm intelligence algorithms introduced
DervisKaraboga in 2005, motivated by the intellig
behavior of honey bees. It is as simple as Pai
Swarm Optimiation (PSO) and Differenti
Evolution (DE) algorithms. ABC as an optimizati
tool provides a populatiobased search procedure
which individuals called foods positions are masti
by the artificial bees with time and the bee’s &no
discover theplaces of food sources with high nec
amount and finally the one with the highest nedta
ABC system, the model consists of three esse
parts: employed and unemployed foraging bees,
food sources. The first two components, empic
and unemplogd foraging bees, search for rich fc
sources, which is the third part, close to theireh
artificial bees fly around in a multidimensionabseh
space and some (employed and onlooker t
choose food sources depending on the experien

themselvesand their nestmates and adjust ti
positions. Some (scouts) fly and choose the -
sources randomly without using experience. If
nectar amount of a new source is higher than th
the previous one in their memory, they memorize
new position ad forget the previous one. Thus, At
system combines local search methods, carriedyo
employed and onlooker bees, with global sei
methods, managed by onlookers and sct
attempting to balance exploration and exploita
process.

Theorem 4.1. ABC Algorithm

1: Initialize the solution population B

2: Evaluate fitness

3 cycle=1

4: repeat

5: Search for new solutions in the neighborhood

6: if new solution is better than old solution then

7: Memorize new solution and discard old solution

8: end if

9: Replace the discarded solution with a new

randomly generated solution
10: Memorize the best solution
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11: cycle= cycle+ 1
12: until cycle = maximum cycles
4.3.2. Particle Swvarm Optimization algorithm
for Sensor Deployment
Particle Swarm Optimization (PSO) is a robust
optimization technique based on the movement and
intelligence of swarms. It was introduced by James
Kennedy (social-psychologist) and Russell Eberhart
(electrical engineer) in 1995. The basic idea of
Particle Swarm Optimization is following: Each
particle is searching for the optimum. Each pastisl
moving and hence has a velocity. Each particle
remembers the position it was in where it had éstb
result so far (its personal best). But this woubd lne
much good on its own; particles need help in figgri
out where to search. The particles in the swarm co-
operate. They exchange information about what
they've discovered in the places they have visited.
The co-operation is very simple. In basic PSO it is
like this:

-A particle has a neighborhood associatet itit

-A particle knows the fitness’s of those i3 i
neighborhood and uses the position of the one with
the best fitness.

-This position is simply used to adjust the
particle’s velocity.

The basic concept of PSO lies in
accelerating each particle toward its pbest and the
gbest locations, with a random weighted accelanatio
at each time step.

Particle position is affected by velocity. Assuni@)x

is particle | position at time t; unless otherwistated,

t is discrete time. The position of the particle is
changed by adding a velocity, vi(t) to the current
position.

xi(t+1) = xi(t) + vi(t+1)
Ea. )

vi(t+1) = vi(t —1) + clri(pbest(t) — xi(t — 1))
+ c2r2(gbest(t) — xi(t — 1))
Eq. (4)
with x(0) ~ U(%nin, Xmax), acceleration coefficient,c
and gand random vectorand b.

Theorem 4.2. PSO Algorithm

1: Initialize particles

2: repeat

3: for each particledo

4: Calculate the fitness value

5: if fitness value is better than the best fitness value
(pbest) in history then

6: Set current value as the new pbest

7: end if

8: end for

9: Choose the particle with the best fithess value of
all the particles as the gbest

10: for each particle do

11: Calculate particle velocity according to velocity
update equation (4)

12: Update particle position according to position
update equation (3)

13: end for

14: until maximum iterations or minimum error
criteriais attained

4.4. Sensor Scheduling

4.4.1. Heuristic algorithm for Sensor
Deployment

The term heuristic is used for algorithms whichdfin
solutions among all possible ones, but they do not
guarantee that the best will be found, therefomy th
may be considered as approximately and not accurate
algorithms. These algorithms, usually find a soluti
close to the best one and they find it fast andyeas
Sometimes these algorithms can be accurate, that is
they actually find the best solution, but the aitjon

is still called heuristic until this best solutimproven

to be the best. The method used by a heuristic
algorithm is one of the known methods, such as
greediness, but in order to be easy and fast the
algorithm ignores or even suppresses some of the
problem's demands.

Theorem 4.3. Heuriistic Algorithm

1:Input M, B

2: Initialize k/Q, max_run, priority calculated using

battery power

3: for r = 1 to max_rundo

4: for iteration = 1tomi=1bi do

5: if cover possibility exists then

6: Determine cover based on priority

7: Optimize cover

8: Activate optimized cover and reduce battery power

9: else

10: break

11: end if

12: end for

13: Calculate network lifetime (nlife)

14: if nlife< U then

15: Consider weight due to covered targetsto

compute priority to check for better lifetime

16: else

17: break

18: end if

19: end for
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5. RESULTS

We consider a 500 m x 500 m region
experiments. The number of targets is 25.
number of sensor nodes (m) is varied from 10
250. Sensing range of each sensor node is fix@&
m. In random deployment, there is more chanc
targets being not efected or targets not bei
covered with the required level of covera
However, this may not hold true with the del
deployment of nodes. But there is another possit

of some targets being monitored by many se
nodes, and some by a few sensordes. This
difference in the number of sensor nodes monitc
each target will affect the network lifetime. T
sensor nodes may be positioned in a better wag
to avoid this variation. This will yield better difime.
Though random deployment has ie drawbacks,
there are applications where random deployme
the only feasible strategy.
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Fig 3. Graph of Energy Consumption.
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Fig 4. Graph of Throughput Analysis

6. FUTURE WORK:

We plan to extend this method of deployment
scheduling for probabilistic coverage in wirel
sensor networks. Since this method aims
maximizing the battery lifetime of the wirelt sensor
networks it is cheaper and profitable to instak
sensor networks for a maximum period of ti
respectively.

7. CONCLUSIONS

In this paper, we compute deployment locati
of the wireless sensor nodes using heuristic agpr
for scheduling and gecgtric approach fo

deploymentsuch that the network lime is
maximum respectively.

In the previous paper Atrtificial Bee Colony algbrit
is used for scheduling of the wireless nodes
analyzed Heuristic approach algorithm computes
performs bettethan the Artificial Bee Colony for thi
problem. In order to avoid the battery drain of
wireless nodes at a respective time, sensor r
scheduling can be done so that a minimum numb
sensor nodes required for satisfying the cove
needs to beutned on, by using heuristic approsz
algorithm other nodes can be reserved for the
use. Therefore, we can extend the lifetime of
network using the deployment algorithm
geometric approach respectiv
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