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Abstract - With the increased use of e-commerce and online communication and publishing, texts become available in a various categories like Web search snippets, forum, blog, news feeds, book and customer reviews. Therefore, successfully processing is important in many information retrieval applications. However, matching, classifying, and clustering these sorts of text data is a new challenge. Recently the focus of text analysis is shifted towards short texts. Measuring the Semantic similarity between short texts is an important task that can be used for various applications including text classification and text clustering. The main challenge in measuring the similarity lies in the sparsity. To overcome the sparsity, enriching the semantic representation of short text using external knowledge is required. As a case study tweeter dataset is used as an external knowledge for short text analysis. Here the semantic analysis measurement method is used which is intended for the real world noisy short texts. Finding related entities from a text generally consist of several sub-problems like key term extraction from texts, related entity finding for each key term and weight aggregation of related entities. Here the Naive Based theorem is used as it is effective especially when the short text is semantically noisy. When the short text contain some meaningless and misleading terms for estimating the main topic Naive Bayes works well. The proposed system is based on system proposed by Masumi Shirakawa et al. and we have used threads for implementing parallelism. Due to parallelism speed up of 89% is obtained.
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1. INTRODUCTION

Now days, the focus of text analysis is shifting toward short texts like micro blogs, search queries, search results, ads, and news feeds. Measuring the semantic similarity between the short texts is an important task that can be used for various applications like text clustering [1] and text classification [2]. The challenge in doing so is that the similarity between short texts lies in the sparsity. To overcome the sparsity, enriching the semantic representation of short texts using external data is required.

Wikipedia [3] or tweeter can be used as an external knowledge for short text analysis [1], [4], [5]. Wikipedia is an encyclopedia having the dense link structure. Wikipedia also has the wide coverage of various entities such as named entities, domain specific entities, and emerging entities. Also the dump data of Wikipedia can be acquired from the web in free of cost. Due to these advantages, many researchers and developers are using Wikipedia for their research work. Likewise Wikipedia can be used to measure the semantic analysis. The Wikipedia based Explicit Semantic Analysis (ESA) [6] is a widely used method to measure the semantic similarity between texts of any length. This method creates a vector of related Wikipedia entities for the given text as its semantic representation and uses the vector for measuring the similarity. Hence finding related entities from a text involves some problems such as key term extraction, related entity finding for each key term, and weight aggregation of related entities. In order to solve the problem, ESA sums the weighted vectors of related entities for each word based on the majority rule. As well as Twitter is a great tool for social web mining because it is a rich source of social data due to its inherent openness for public consumption. It is a clean and well-documented API, rich developer tool, and has a broad appeal to users. Data mining in Twitter is simple and can bring significant value.

This approach is not suited for real-world noisy short texts where both the key terms and irrelevant terms occur very few times. The majority rule doesn’t work well because of the insufficient information. In such a case, focusing on key terms while filtering out the noisy terms is important. Our proposed system is based on Semantic similarity measurements for noisy short texts using extended Naive Bayes by Masumi Shirakawa et al.[7]. Here we are giving the input to the dataset. The dataset we are using is a collection of tweets. The tweets are classified in different classes. The user is supposed to give input which is considered as a key term. Then we are finding out the probabilistic scores for the key terms and the related
entities by analyzing short text. After that we are measuring and analyzing the semantic similarity between the two texts using naive bayes algorithm. At the end we get the output entities with their probability scores.

In our proposed system we are using tweets as an external source. This method is more robust for noisy short texts because the weighting mechanism of this method is based on the Bayes' theorem. Also it can amplify the score of the related entity that is related to multiple terms in a text even if each of the terms alone is not characteristic.

2. LITERATURE

Classification of short text is an emerging area in research. The research done so far has been categorized in two basic techniques, first is short text analysis based method and second one is semantic similarity based measurements. The review of the research done is presented in this section.

2.1 Page Formatting

Some of the highlighted researches on the short text analysis are mentioned here. Ferragina and Scaiella [4] proposed a simple and fast method for entity disambiguation (Entity linking) for short texts using Wikipedia. They designed and implemented TAGME system that is able to efficiently and judiciously augment a plain-text with pertinent hyperlinks to Wikipedia pages. Meij et al. [8] also tackled entity disambiguation by using various features (e.g. anchor texts, links between articles) derived from Wikipedia for machine learning. They proposed a solution to the problem of determining what a microblog post is about through semantic linking. Also they proposed a novel method based on machine learning with a set of innovative features and show that it is able to achieve significant improvements over all other methods in terms of precision. Phan et al. [5] utilized hidden topics obtained from Wikipedia for learning the LDA classifier of short texts. They presented a general framework for building classifiers that deal with short and sparse text Web segments by making the most of hidden topics discovered from large scale data collections.

Hu et al. [9] exploited features from Wikipedia for clustering of short texts. Their work demonstrated that Wikipedia was effective as an external knowledge source. They proposed a method that employs a hierarchical three-level structure for solving the data sparsity problem of original short texts and reconstruct the corresponding feature space with the integration of multiple semantic knowledge bases. Song et al. [10] illustrated the availability of ESA for short text clustering i.e. measuring semantic distance between short texts using ESA. They have developed a Bayesian inference mechanism to conceptualize words and short text.

Sun et al. [2] utilized ESA to classify short texts with support vector machine (SVM), which is supervised machine learning technique. They proposed a probabilistic method of measuring semantic similarity for real-world noisy short texts like microblog posts. Banerjee et al. [1] also employed a similar approach to ESA for the purpose of clustering short texts. They have proposed a method of improving the accuracy of clustering short texts by enriching their representation with additional features from Wikipedia.

Xiang Wang et al.[11] used Wikipedia concept to represent short document text. The mapping from document text to Wikipedia concepts is conducted using inverted index which is built from Wikipedia articles of concepts. The traditional classification method SVM is used to perform text categorization on the Wikipedia concept based document representation. The results obtained shows that the proposed method gives better performance than traditional SVM and MaxEnt method that is based on BOW model.

Pu Wang et al. [12] have introduced a methodology to build a thesaurus from Wikipedia, and to leverage the thesaurus to facilitate text categorization. A unified framework has been designed to expand the “Bag of Words” BOW representation with semantic relations (synonymy, hyponymy, and associative relations), and demonstrate its efficiency in enhancing previous approaches for text classification. Wikipedia is used to improve text classification. The documents are enriched with related concepts and perform explicit disambiguation to determine the proper meaning of each concept expressed in documents. By doing so, background knowledge can be introduced into documents, which overcomes the limitations of the BOW approach. The results obtained show that this approach can achieve significant improvements with respect to the baseline algorithm.

Pu Wang and Carlotta Domeniconi[13] have made an attempt to overcome the shortages of the BOW approach by embedding background knowledge derived from Wikipedia into a semantic kernel, which is then used to enrich the representation of documents. This approach successfully achieves improved classification accuracy with respect to the BOW technique, and to other recently developed methods. This methodology is able to keep multi-word concepts unbroken; it captures the semantic closeness to synonyms, and performs word sense disambiguation for polysemous terms.

2.2 Semantic Similarity Based Measurements

Titles and headings should be in Times New Roman font (Bold) with the main body of the paper in Times
New Roman. The details of each of the paper components are described here, with a summary provided in table 1.

Some representative work on semantic similarity measurements using Wikipedia is described below:

WikiRelate by Strube et al. [14] applied several simple techniques that have been developed for Word-Net [15] to Wikipedia. Given two Wikipedia articles, they specifically compute the distance in the category structure or the overlap degree between texts. They demonstrated the effectiveness of Wikipedia-based methods on standard datasets for similarity measurements (MC, RG, and ordSim353) and core reference resolution tasks [16]. Milne et al. [17] proposed WLM that efficiently computes the similarity between two articles using the overlap degree of their incoming and outgoing links.

Graph-based methods [24], [18], [19] construct a graph in which nodes are Wikipedia articles and edges are links between articles. Using the graph they create a vector of entities [19] or directly and related entities [24], [18]. Ito et al. [20] proposed link co-occurrence analysis to speedily build an association thesaurus (determining the similarity between entities).

Hassan et al. [21] utilized cross-language links of Wikipedia to compute the similarity across languages. More recently, hybrid methods have shown to be more accurate [22], [23]. Yazdani et al. [22] utilized both text contents and links in articles, and Taieb et al. [23] leveraged text contents, categories, Wikipedia category graph, and redirection to achieve competitive or sometimes better results.

Menaka S and Radha N[25] proposed a method that uses text mining algorithms to extract keywords from journal papers. The keywords are extracted from documents using TF-IDF and WordNet. TF-IDF algorithm is used to select the candidate words. WordNet is a lexical database of English which is used to and similarity among the candidate words. The words which have highest similarity are taken as keywords. The WordNet dictionary is used to calculate the semantic distances between the keywords. The extracted keywords are having the highest similarity. Then documents are classified based on extracted keywords using the machine learning algorithms - Naive Bayes, Decision Tree and k-Nearest Neighbor.

Abdullah Bawakid et al. [26] present a system that performs automatic semantic based text categorization. The system reports on a simple analysis performed to evaluate the different implemented methods. The results obtained show that using WordNet based semantic approaches does yield to a better accuracy given that the right parameters (i.e. semantic similarity threshold) are selected.

3. PROBLEM STATEMENT

To design an algorithm using Naive Bayes classifier for efficient classification of noisy short texts.

4. PROPOSED SYSTEM

Our system is based on Wikipedia-Based Semantic similarity measurements for noisy short texts using extended Naive Bayes by Masumi Shirakawa et al.[7]. Here we are giving key term to the dataset. The dataset we are using is a collection of tweets. The tweets are classified in different classes. The user is supposed to give input which is considered as a key term. Then probabilistic scores for the key terms are found and the related entities by analyzing short text. Subsequently, we are measuring and analyzing the semantic similarity between the two text using naive bayes algorithm. At the end we get the output entities with their probability scores. To speed up the processing of method [7] we have applied multithreading techniques in java.

- Probabilistic scores are calculated for the key terms and the related entities are obtained by analyzing short texts. The probabilistic scores of the related entities are calculated as per the Equation (1).

The Naive Bayes algorithm allows emphasizing the key terms while filtering out the noisy texts as well as it measures the semantic similarity between two texts. Finally, we get all the entities with their probabilistic scores for classification as an output.

\[
P(c|T) = \prod_{k=1}^{K} \frac{P(T_k \in A)P(c|T_k)}{P(T)}
\]

Where,

- \(P(T_k \in A)\) = Probability that the term \(T_k\) i.e. the key term belongs to an article \(A\) i.e. Likelihood probability.

- \(P(T)\) = Probability of key term in the entire dataset.

- \(P(c|T)\) = Final output probability of the related entity.
5. DATA FLOW DIAGRAM

A data flow Diagram is a graphical representation of all major steps, and how the data flow through the system. Following figure shows the detail data flow diagram of the system with the input and the output.

In the data flow diagram of the proposed system input to the system is the input text given by the user. With the help of Nave Bayes algorithm we are computing the probabilistic scores between the key terms and the related entities extracted from the tweeter dataset. The probabilistic scores for key terms and related entities are found by analyzing short text in parallel fashion using threads.

![Data Flow Diagram](image)

Figure 5.1: Data Flow Diagram

5.1 Algorithm and Mathematical Model

- To Extract Article :
  
  \[ V \leftarrow \text{Extract Articles}(A) \]
  
  \[ N \leftarrow \text{Count Articles}(A) \]
  
  \[ \forall \{ c \in C \} \]
  
  \[ \text{Do } N_c \leftarrow \text{Count Articles In Class}(A, c) \]
  
  \[ \text{prior}[c] \leftarrow N_c/N \]
  
  \[ \text{textc} \leftarrow \text{Concatenate Text of All article in Class}(A, c) \]
  
  \[ \text{Do } T_c \leftarrow \text{Count Tokens of Term}(\text{textc}, T) \]
  
  \[ \forall \{ t \in V \} \]
  
  \[ \text{Do } \text{cond prob}[t][c] \leftarrow T_c + 1 \sum'(T_{c'}+1) \]
  
  Return \(\{V, \text{prior, cond prob}\}\)

- To extract terms from random article
  
  \[ W \leftarrow \text{Extract terms from Article}(V, A) \]
  
  \[ \forall \{ c \in C \} \]
  
  \[ \text{Do } \text{score}[c] \leftarrow \log \text{prior}[c] \]
  
  \[ \forall \{ T \in W \} \]
  
  \[ \text{Do } \text{score}[c] + = \log \text{condprob}[t][c] \]
  
  Return argmax \(c \in C \) score\(c\)

6. EXPERIMENTAL EVALUATION

We have created 5 datasets. Among these 5 datasets 3 datasets contains different number of articles about IT. These IT datasets are names as IT1, IT2 and IT3. IT1 dataset contains 3037 articles. IT2 dataset contains 5611 articles and IT3 dataset contains 6651 articles with different classes. Remaining 2 datasets are the sports dataset names as Sports1 and sports2. The sports1 dataset contains 6777 number of articles while sports2 dataset contains 3936 number of articles. All these datasets are manually classified.

These all datasets are classified. The input to the system is given by the user which is called as Key term. This input can be a single or multiple terms. When the key term is given to the system, system compares the key term with the dataset to find out the related entity and we get the final output as a class which is semantically similar to the key term and its related articles.

Here, we have performed the serial and the parallel execution of the naive bayes algorithm. We are measuring the time for both type of executions. The time required for the serial execution of an algorithm is denoted by \(ts\). While the time required for the parallel execution of an algorithm is denoted as \(tp\).

Finally we calculate the speed up in percent i.e \(\Delta t\) of the system with the following formula:

\[
\Delta t = \frac{ts - tp}{ts} \times 100
\]
The table above shows that we are giving different key terms as an input to the different datasets. Accordingly, we are getting the time which is required for the serial and parallel execution of an algorithm. In addition, speed up is obtained which is calculated with the formula mentioned above. Due to parallelism speed up of 89% is obtained. We are getting the related entity of the key term as an output with its probabilistic score.

### Table 6.1. The planning and control components.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Key term</th>
<th>Ts</th>
<th>tp</th>
<th>At (%)</th>
<th>Related entity</th>
<th>Probabilistic scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>IT1</td>
<td>SQL</td>
<td>2min 32sec</td>
<td>21 sec</td>
<td>86.18</td>
<td>Mysql</td>
<td>0.2</td>
</tr>
<tr>
<td>IT2</td>
<td>Browser</td>
<td>4min 40sec</td>
<td>25 sec</td>
<td>91.42</td>
<td>Chrome</td>
<td>0.017</td>
</tr>
<tr>
<td>IT3</td>
<td>Apple</td>
<td>5min 32sec</td>
<td>23 sec</td>
<td>93.07</td>
<td>Macbook</td>
<td>0.04</td>
</tr>
<tr>
<td>IT1</td>
<td>Linux</td>
<td>2min 32sec</td>
<td>21 sec</td>
<td>86.18</td>
<td>Ubuntu</td>
<td>0.04</td>
</tr>
<tr>
<td>Sports1</td>
<td>Baseball</td>
<td>5min 39sec</td>
<td>24 sec</td>
<td>92.92</td>
<td>MLB</td>
<td>0.06</td>
</tr>
<tr>
<td>Sports2</td>
<td>Soccer</td>
<td>3min 20sec</td>
<td>31 sec</td>
<td>84.5</td>
<td>MLS</td>
<td>0.03</td>
</tr>
</tbody>
</table>

7. CONCLUSION

Here the proposed system, a naive bayes algorithm for semantic similarity measurements with parallelism is presented. The earlier method generates a vector of related Wikipedia entities as the semantic representation of a given text and uses the vector for measuring the semantic similarity. Whereas the proposed method is expected to aggregate the vectors using extended Naive Bayes (ENB). Our method generates refined results. Due to parallelism technique speed up of 89% is obtained.
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