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Abstract-Load Profiling, a method where load consumptiontgeas of different electricity consumers are
identified using the daily/monthly load curves &ed in Distribution System planning activities ligeak load
management and time of use tariff. The load prafilidentifies various customers with similar loaaitprs and
groups them into clusters. This method of custocadegorization helps the utilities by eliminatimg ttiresome
task to collect load information data of individeaistomers’ continuously over time and analyze edichem to
be applied for planning activities. Instead witHined categories of customers exhibiting similangamption
patterns, the utilities can then efficiently plaime tdistribution of power without any difficulty. fidient
distribution system load data processing and aizaéysses as one of the main concerns in Load IPpfiData
mining a process to derive interesting and intetiigknowledge from large databases and hence antiigzdata
to obtain patterns of similarity or dissimilaritpare be employed for data processing and analysiss Tfis paper
aims to utilize the Tadpole method in Dynamic Tikvarping of Data Mining implemented in the R-tool to
effectively process and analyze load data and heht®in different categories of customers. Thill iiturn
aid in efficient distribution system planning witkgards to demand side management programs.

Index Terms-Load Profiling, Customer Categorization, Data M@iffadpole Dynamic Time Warping.

1. INTRODUCTION

The unprecedented increase in demand for One of the most widely used pattern recognition
electricity rises many concerns over efficientlytechniques-K-means along with two modified forms of
supplying reliable power to large number ofthe K-means have been used for optimal grouping of
consumers. Setting up of new generating stations mdemand patterns [1]. A number of other algorithms
be technically and economically infeasible. Thetbesuch as Hierarchical clustering [2], Fuzzy k-me@hs|
alternative to do away with installing new genergti Modified Follow-the-leader [4], Adaptive vector
stations is Demand Side Management (DSM), whichuantization [5], Self-organized maps [6] have been
employs changing the pattern of power consumptionsed to cluster the load data. These aforementioned
at the end-user side rather than the generati@n Bid algorithms are limited in the sense that they canno
the Smart Grid environment DSM activities mainlyprocess high-dimensional, complex and dynamic time
revolve around the Load Data collected from meterseries data.

The Smart Grid has led to a number of revelations i This paper thus utlizes the Time Series
the Electrical Sector wherein the SmartAlgorithms implemented in R-Tool to efficiently
Meters/Automated Meter Readings pave way to twoategorize the electrical load data, which bagjcall
way communication between the utilities and th&ary with time, to categorize various customer® int
consumers in addition to short time load data loggi groups depending on the similarity/dissimilarity of
Thus there is necessity to make best use of titgstda their load consumption patterns.
be applied in DSM and Demand Response programs
such as peak load management, time of energy usage
tariff, and incentives for use of energy during péfak ™
times. One of the key aspects of DSM include
categorizing customers on basis of similarity or In Power Systems, the load or consumption of
dissimilarity of their load consumption pattern$i§ energy varies with time, and the generation,
categorization of customers depends on the lodathnsmission and distribution companies must redpon
profiles obtained from the Smart meter logged loatb the customers demand with minimum time lag.
data. Data mining techniques can be employed ihherefore, the time series load information becomes
order to recognize patterns of similarity orprime necessity for a number of power system
dissimilarity in the load data of various customers  activities such as Tariff Design, System Planning,
Load Forecasting, Peak Load Management and many
such Demand Side Management activities.

CUSTOMER CATEGORIZATION BASED
ON LOAD PROFILING
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A Load Profile is basically a graph of variation
the electrical load versus time that provides aali
depiction of the load information. The load pradi
vary in accordance with the type of customers
residential, industrial,commercial etc., long with
other important factors such as time, climate, @ustr
composition and supphgtwork structure

In the presence of an extensive distribution sys
collecting continuous load information of individt
customers over time comes acrosimpractical. Also
certain categorization of the load information lthea
voltage levels, economic activities etc., would fai
provide the daily, weekly and seasonal variatior
demand patterns.

Thus, in order to facilitate efficient analysis
the applications of load profiling, customers extilg
similar consumption or demand patterns are grol
into differentcategories. With wetlefined categories,
it becomes an easy task for the utis to implement
the demand side management and demand res
mechanisms and planning activities for the categ
of similar loads rather than individual loads wh
might prove a tiresome task that requires n
resources and also is time consumi

3. DATA MINING APPLIED TO
CUSTOMER CATEGORIZATION

The recent drift towards the Smart Grid |
paved way to many novel technologies of which
Smart Metering and Automated Meter Reac
(AMR) are few of the many to be mentioned in
scenario of customer egjorization based on lo:
profiling. The Smart Meters/AMR provides t
utilities with continuous, accurate and-to-date data
ofconsumption of individual customers that can
effectively used for load profiling followed t
categorization of the custometdsased on similar
consumption patterns. The data thus obtained
these meters combine to form enormous amoul
data that face hindrance in analysis and processii
solution to this problem can be found by applyihg
Data Mining concepts to effevely analyze and
process the load information data.

Data Mining is an intedisciplinary subfielc
of computer science that involves analyti
processing of large amounts of data -data) in
search of consistent patterns among the exi
variables andhence aid in prediction and analyses
future variables. It basically extracts the intggint anc
interesting knowledge from large datasets and éu
transforms into understandable manner for futuee
A number of techniques and algorithms exisData
Mining that aid effective extraction of knowledgede
also specific patterns are recognized in the eg:
enormous data.

With the load data being time series
nature, the Time Series Clustering algorithms uge

Data Mining are used to obtain rious groups of
customers with similar load consumption patterrige
demand response mechanisms are applied to diff
classes of customers grouped used Time s
clustering algorithmsThis paper mainly concentrat
on the Dynamic Time Warping[#that initially used
for the purpose of voice recognition has b
employed to cluster load datzom sixteen individual
metersbased on the similarity/dissimilaritdepicted
by their respective load profile

4. DYNAMIC TIME WARPING

Dynamic time warping (DTW)s a well-known
technique to find an optimal alignment between
given (timedependent) sequences under cel
restrictions. DTW recovers optimal alignmen
between sample points in the two time series.
alignment is optimal in the sense that it miizes a
cumulative distance measure consisting of “los
distances between aligned samples. This procedi
called time warping due to the fact that it warpe
time axes of the two time series in such a way
corresponding samples appear at the : location on
a common time axis.

Any distance (Euclidean, Manhattan, etc.) wt
aligns thei-th point on one time series with tli-th
point on the other will produce a poor similarigose
as shown in Fig-1

time

Fig-1: Euclidean/Manhattan Distance Mea:

A nondinear (elastic) alignment such as D1
produces a more intuitive similarity measure, allay
similar shapes to match even if they are out ofsp
in the time axi@s shown in Fi-2.

[l 1 1 1 1

time

Fig-2: Dynamic Time Warping Distance Meas

Originally, DTW has been used to compi
different speech patterns in automatic spe
recognition. In fields such as data mining
information retrieval, DTW has been successf
applied to automatically cope with time deformas
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and different speeds associated with time-dependemsults thus obtained involve efficient groupindazd
data. Thus, with load data being time series imnegat data into clusters wherein a cluster center iriaihjt
DTW is appropriate to be applied to categorizebtained and the remaining load data are assigmed t
customers based on their load profiles. The TADPolespective clusters.The DTW clustering process in
clustering algorithm [8] is an improvisation of thecase of electrical load data occurs by checking
DTW algorithm that employs pruning strategy towhether a certain event has occurred earlier in the
reduce the number of calculations that exists i thcluster centers and if the pattern matches with an
conventional DTW algorithm. R-Tool has been useeéarlier event in the given windowing constraintsh
to implement the TADPole, algorithm to cluster thespeeding up the clustering process.
load data obtained from individual meters into greou The following results depict individual load
depicting patterns of similarity/dissimilarity. profiles of meters that belong to a particular ®us
followed by the plot of the cluster they belong.eTh
number of clusters were initialized to be 10 and th
groupings are as follows:

e Cluster-1: The cluster-1 comprises of load

5. METHODOLOGY INVOLVEDINTIME
SERIES CLUSTERING OF LOAD DATA

» Load Data collected from sixteen individual profiles from three meter reading from three
meters and at 30-minute interval making up individual meters which have similar
48 blocks per day for a period of 3-months consumption patterns though shifted in
that have been recorded using the Smart timeand are shown in Fig-3 while Fig-4
meters are used for the purpose of clustering shows the entire Cluster-1 plot.
of load data.

e This collected load data stored in csv (comma
separated variables) is read using the R-Tool,
a statistical tool that is well suited for data
mining applications.

e Once the data is read, it is processed such that
the rows depict the individual meters while
the columns depict the time series data
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» The control function is then initialized with a
windowing constraint that is necessary to
warp an observation falling within the
window. This is basically used to speed up °
the DTW calculation.

e« The TADPole clustering algorithm where in
the cluster centers are always elements of the
data and is deterministic on the value of cut-
off distance that is indicative that any
distance measure less than this distance can e e e
be considered for grouping into the same dex hdex ndex
cluster.

* The cluster centers are obtained and the load
profiles of individual meters against the
cluster groups they belong are plotted.
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Fig-3:Individual Load Profiles of Load Data
Belonging to Cluster-1

6. RESULTSAND DISCUSSIONS

The algorithm is converted accordingly into a code
in the R-Tool using the “dtwclust” package. Once th
program is run, the cluster centers that act aplem
data are obtained which are elements of the ddya on
and the rest of the data are compared with thdeslus
centers on the basis of the cut off distance. Any
distance below the cut off distance is used as a
deterministic quantity to obtain the clusters. The
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Clusters and their members, including cluster center

1 Clusters and their members, including cluster center
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Fig-4:Cluster-1 Fig-4:Cluster-2

Cluster-2: The cluster-2 comprises of load
profiles from two meter reading from two
individual meters which have similar ¢ Cluster-6: The cluster-6 comprises of load

consumption patterns though shifted in profiles from two meter reading from two
timeand are shown in Fig-5 while Fig-6 individual meters which have similar
depicts the entire Cluster-2 plot. consumption patterns though shifted in

timeand are shown in Fig-7 while Fig-8
illustrates the entire Cluster-6 plot

©
o 7| g |
&
s © ° | =
©
« 3
° ] < 3 © ©
E‘ § g 7 g g 7
2 4 € 3 3 =
@« A %
5 p= 1
(0] o © o
o] oo~ :<~ - [= < |
=] o o < 2 o
c 2
= 2
- | - | 3 &
o o ™
8 | Z o~
o o
o | o
o o
T T T T T T T T T T
0 1000 3000 0 1000 3000 o °
o 4 -
o o
Index Index T T T T T T T T T T
. o . 0 1000 3000 0 1000 3000
Fig-5:Individual Load Profiles of Load Data - i
lex ex

Belonging to Cluster-2

111



International Journal of Research in Advent Technology, Vol.4, No.5, May 2016
E-1SSN: 2321-9637
Available online at www.ijrat.org

Fig-7:Individual Load Profiles of Load Data
Belonging to Cluster-6

Clusters and their members, including cluster center
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Fig-8:Cluster-6

profiles from two meter reading from two
individual meters which have similar
consumption patterns though shifted i
timeand are shown in Fig-9 while Fig-10

showss the entire Cluster-6 plot

Cluster-8: The cluster-8 comprises of loac

el
2 w0
o N4
o
o
o~ 4
o
g e g
p -
I I e
= T o
T T
[] o
< <
s g e
® c 5
5 8] g °
@ o
8 =
w
o o
o
8 JHit 8 |
(w] o
T T T T T T T T T T
0 1000 3000 0 1000 3000
Index Index

Fig-9:Individual Load Profiles of Load Data
Belonging to Cluster-8

Clusters and their members, including cluster center
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Fig-10:Cluster-8

The rest of the meters do not fall under any gnogipi
and depict unique load consumption patterns. They a
by themselves a cluster, these include Clusteds3,
7,9,10.

7. CONCLUSION AND FUTURE SCOPE

The clusters of load data thus obtained using
the TADPole algorithm implemented in R-Tool
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produce satisfactory grouping of individual load

data from smart meters. There is efficient
processing and analysis of huge amount of load
data obtained from Smart Meters at an interval of
30-minutes for a period of 3-months using

appropriate Data Mining techniques.

The clusters thus obtained can be used in two
ways, one to apply appropriate Demand Side
Management Techniques to a given group of
customers and hence doing away with the need to
design individual DSM programs to individual
customers. Another use of clustering the load data
involves, with the identification of cluster cerger
it becomes a simple task to assign a new customer
to a respective group easily and access their
consumption patterns for future leading to
effective demand side and supply side planning
activities in this world of fast growing demand.
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