A Novel scheme using Unsupervised learning to Improve Privacy in Health care Application
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Abstract—Security in the modern days have become very important in daily life due to the huge increase in data. Therefor a lot of clustering techniques have been widely adopted in many real world data analysis, targeted marketing, digital forensics etc. With the huge increase of data in today’s big data era, a major way to handle a clustering over large dataset is to out sourcing it to public cloud platform. It is because cloud computing is reliable and offers saving on making infrastructure and also provides a better performance. If such outsourcing is done there are a lot of sensitive information within these datasets like the information about the health of the patients and the medicines or drugs being supplied to the patients.

Here we are proposing a novel scheme using unsupervised learning to improve privacy in health care application. So that no private data is compromised.

Index Terms—Privacy-preserving ; K-means Clustering ; Cloud Computing

1. INTRODUCTION
Clustering is very important in storing a huge amounts of data on cloud. There are a lot of clustering techniques being used for the storage of big data on cloud. Since clustering and storing the data makes it easier to handle within the cloud. But clustering has many different challenges like the volume of data, variety of the data and the velocity of the data. In order to manage these problems effectively and efficiently the public cloud servers have the major role in order to provide high performance economically. It is necessary because the public cloud servers have an open environment and are maintained by an external third-party. The information of a medical center is equally important to be secure for example Health Insurance Portability and Accountability Act (HIPAA) since these data can be analyzed and can be misused by many pharmaceutical companies.

Here we are using a novel scheme using unsupervised learning under which we propose the use of k-means clustering to accommodate a large amount of data and then equally dividing it into k clusters. Since the data needs to be protected from the third party also so we need to hide our information from the third party and for that we use an user end encryption so that the data is not even recognizable to the third-party. In this context we are using AES (Advanced Encryption Standard) algorithm to generate the public and private keys for the encrypted data. So the people with the keys are only able to modify or read the data that is being stored on cloud and not any TPA (Third Party Association) can view or edit it, they can just do the clustering and storing of the data.

But apart from protecting our privacy there are more factors in doing k-means clustering over outsourced datasets the first one is the efficiency of the clustering and its accuracy. In other words the k-means clustering in outsourced data must be parallelized which is must for cloud computing environment and its performance on large data. Apart from this the effective cost of the owner should also be minimum. Although there are many MapReduce based K-means clustering techniques proposed but we offer the protection of the outsourced data, neither if the techniques present earlier provides such a feature.

2. OUR WORK
In this paper, we are proposing a novel scheme using unsupervised learning to improve privacy in health care application. Through this a largescale data can be outsourced in a very effective way to the public cloud servers, which provides the privacy-preserving to the data objects directly on the ciphertext. In this designing we mainly focus on three different stages encryption, clustering and privacy update. The framework on which we are performing the clustering of the datasets is MapReduce framework which works as the internal layer of the big data architecture.

2.1 MapReduce framework
Here in MapReduce the processing of large datasets are done in distributed manner. All the datasets are first mapped within the cloud servers at different clusters and the processing carries on in the different clusters
itself so the processing is very fast in such a manner, since all the data are processed at its clusters itself the first letter of the first word only.

3. Equation

Here we are considering the data with \( n \) data objects which needs to be clustered in \( k \) number of clusters. Here each data object is having \( m \) elements which is being clustered.

\[
\tilde{D}_i = [r_1d_{i1}, r_1d_{i2}, \ldots, r_1d_{im}, r_i, \alpha_{i1}, \alpha_{i2}, \ldots, \alpha_{im-1}]
\]

\[
\tilde{D}'_i = [d_{i1}, d_{i2}, \ldots, d_{im}, r_i, \alpha_{i1}, \alpha_{i2}, \ldots, \alpha_{im-1}]
\]

where \( r_i, \alpha_{i1}, \alpha_{i2}, \ldots, \alpha_{im-1} \in \mathbb{Z}_p \) are all random numbers selected by users. The owner also selects the initial number of clusters \( K \).

\[
C_k = [c_{k1}, c_{k2}, \ldots, c_{km}, -\frac{1}{2} \sum_{j=1}^{m} \beta_{kj}, \beta_{1}, \beta_{2}, \ldots, \beta_{m-1}]
\]

where \( \beta 1, \beta 2, \ldots, \beta m-1 \in \mathbb{Z}_p \) are random numbers selected by the owner.

3.1 Key generation:

The generation of the secret key is done by the use of AES algorithm here we use 128 bits key generation which will keep the iteration going until 10 iterations are complete after completing 10 iterations then the secret key is generated since we are using a symmetric algorithm here the generation of the key is symmetric i.e the public key and the private key have equal importance and the organizations having these keys can edit or read the data. While the TPA is not able to see the data since it has only the permission for performing the clustering and not editing or reading.

This algorithm uses left shift and reduce technique to perform the key generation. The data is stored in the form of matrix and first the matrix is shifted and then key is generated here is of 128 bits.

The architecture consists of 3 main processes the encrypted data goes to the server for clustering then the cloud server performs the clustering then the clustered intermediate result data is sent back to the user for verification then if the user wants to edit or read or add the new information to the data then the user does it and sends the privacy update whether there needs to be more clustering or not. Or if there is more data needs to be added to the clustered datasets.

3.2 Related work

There are a number of schemes in accordance to outsourced data clustering in privacy preserving way. In distance preserving data transformation schemes are adopted to protect the privacy of dataset, while keeping the distance comparison property for clustering purpose. These schemes are very efficient and even achieve the same computational cost compared to the original clustering algorithm. This is because data perturbation based encryption makes the ciphertext have the same size as the original data, and uses the
same clustering operations in the original clustering algorithms.

4 PROCESS FLOW

Here the figure below denotes how the flow of data goes within the complete system. The users first login and then upload the data the data uploaded is encrypted and the keys are generated these keys stays with the owner. This data is termed as preprocessed datasets, then this data is sent for further Map and Reduce work after the MapReduce processing on the datasets are done then the reduced dataset are further sent for performance evaluation and then the results are generated based on the performance evaluation done. The intelligent graph plotted with the information provided by the analysis data makes the owner know about the cost and effectiveness as well as the ciphertext strength and the amount of data encrypted and the amount of data that is still not encrypted it is an end to end analysis of the datasets.

4.1 Flow chart

CONCLUSION

Here in our system, we proposed a privacy-preserving MapReduce based K-means clustering scheme in cloud computing. Thanks to our encryption design based on the AES hard problem, our scheme achieves clustering speed and accuracy that are comparable to the K-means clustering without privacy-protection. Considering the support of large-scale dataset, we securely integrated MapReduce framework into our design, and make it extremely suitable for parallelized processing in cloud computing environment. In addition, the privacy preserving Euclidean distance comparison component proposed in our design can also be used as an independent tool for distance based applications. We provide thorough analysis to show the security and efficiency of our scheme. Our prototype implementation over 5 million data objects demonstrates that our scheme is efficient, scalable, and accurate for K-means clustering over large-scale data.
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