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Abstract- The main motivation behind Elliptic Curve Cryptography is to find a Public Key Family which provides the same level of security as Discrete Log Systems or RSA but with shorter operands. Through Fault Attacks, the adversary disturbs the computation of Cryptographic device to obtain information about Secret Key. This paper uses Elliptic Curve Point Multiplication Algorithm based on a binary sequence to build a Cryptographic algorithm and provides a way to retrieve the key by application of Fault Attacks on the Algorithm.

Index Terms- Elliptic Curve Cryptography, Elliptic Curve Point Multiplication, Fault Attacks, Euclidean Addition Chain.

1. INTRODUCTION

Elliptic Curve Cryptosystems were first introduced by Miller in 1986 and Koblitz in 1987 [1], [2].The basic idea behind finding such systems is to find another cyclic group in which the Discrete Logarithmic problem is difficult, Ideally more difficult than in $Z_p^*$. Since Elliptic Curves are based on Discrete Log problem, so all the Discrete Log protocols such as Diffie-Hellman etc. can be realized through Elliptic Curves. Elliptic Curve Point Multiplication computes $dP (=P+P+P----+P, d$ times) for a given point $P$ on the curve and an arbitrary scalar $d$. Certain techniques are available in the literature to speed up the processing and efficiency of this protocol such as Montgomery Ladder Algorithm, Double and End Algorithm etc.In this paper we are using a technique proposed by Knuth to compute the point multiplication which uses“addition chain” [3], [4]. Cryptographic Systems build using these technique are vulnerable to fault attacks [6]. Fault Attacks were first introduced by Boneh, DeMillo and Lipton in 1996 which aims to recover the private key by inserting faults into the RSA Cryptosystem [5].In this paper we do two things:
- Firstly we mention a Cryptographic algorithm based on point Multiplication and addition chain technique (Section 3).
- We provide a way to recover the secret key by insertion of faults in the computation of the system (Section 4).

Through this paper our target is to demonstrate the application of fault attack on Cryptosystem build using Elliptic Curves.

2. ECC BACKGROUND

The Elliptic Curve over $Z_p$ ($p > 3$) is the set of all pairs $(x, y) \in Z_p$ which fulfills

$$y^2 \equiv x^3 + ax + b \mod p \quad (1)$$

together with an imaginary point at infinity $\Theta$, where $a, b$ belongs to $Z_p$ and the condition

$$4a^3 + 27b^2 \neq 0 \mod p \quad (2)$$

The definition of Elliptic curve requires that the curve is non singular which means that the plot has no self-intersection or vertices [7]. Elliptic Curves had certain properties which are not required for cryptographic purpose, so curves which does not satisfies Eq. (2) are not chosen for cryptography. According to the Group properties there must exists a neutral element in the group which satisfies the following Group property.

$$P + \Theta = P$$

where $P$ belongs to $E$. There is no such point on the curve which satisfies the group condition. So we define an abstract point at infinity as the neutral element.

$$P + (-P) = \Theta$$

for every $P$ belongs to $E$.

Given two points on the curve $P=(x_1, y_1)$ and $Q= (x_2, y_2)$ the addition of these two points is a point $R$ on the curve whose coordinates $x_3$ and $y_3$ can be calculated by following equations [7]:

$$x_3 = s^2 - (x_1 + x_2), \quad y_3 = s(x_1 - x_3) - y_1 \quad (3)$$
Where

\[
\ell = \begin{cases} 
\frac{(y_2-y_1)}{(x_2-x_1)} & \text{if } P \neq Q \\
\frac{(3x_1^2+a)}{(2y_1)} & \text{if } P = Q
\end{cases}
\]

In case of point addition (\(P \neq Q\)), \(s\) is the slope of the line through \(P\) and \(Q\). In case of point doubling (\(P = Q\)), \(s\) is the slope of the tangent through \(P\). These equations are analytical expressions used by electronic devices to implement group operations in them. The point multiplication equation is defined as:

\[P + P + P + P \text{ (d times)} = dP = T\] (4)

\(d\) is the private key which is an integer, while the public key \(T\) is a point on the curve[7].

3. RELATED WORK

In this section first we present the idea of Euclidean addition chains [3] and later how they can be used to speed up the multiplication process [4]. An EAC solves the following problem: Let \(K\) be an integer (\(K > 0\)) given as input, starting from the integer 1 and at each step computing the sum of two previous results. What is the minimum no. of steps required to reach \(K\)?

Example 1. Let \(K=37\), choose an integer \(g\) (17) which is coprime to \(K\) according to the following rule: \(g\) should be close to \(K/\Phi\) where \(\Phi = (1 + \sqrt{5}/2)\) termed as golden steps [3]. Take \(K\) and \(g\) and apply the subtractive form of Euclidean’s Algorithm as shown below[3].

\[
\begin{align*}
37 - 17 & = 20 \\
20 - 17 & = 3 \\
17 - 3 & = 14 \\
14 - 3 & = 11 \\
11 - 3 & = 8 \\
8 - 3 & = 5 \\
5 - 3 & = 2 \\
3 - 2 & = 1 \\
2 - 1 & = 1 \\
1 - 1 & = 0 \\
\end{align*}
\]

Reading the first integer of each row from bottom to top gives the EAC (1, 2, 3, 5, 8, 11, 14, 17, 20, 37). Now we will get a binary sequence related to this chain. Consider step 3 which is 3- 2 = 1 can be rewritten as 3 = 1 + 2. If we use biggest of two integers of this step i.e. 3 and 2 in step 4 then step 4 is termed as Big step otherwise it is termed as Small step. For simplification we consider the EAC from step 4 onwards. For a Big step we write the binary value 1 and for the Small step the value is 0. The binary sequence corresponding to EAC can be written as (1, 2, 3, 5, 8, 11, 14, 17, 20, 37) (1 1 0 0 0 0 1)

Let \(l\) be the length of the binary sequence and \(c_i\) denotes the \(i^{th}\) binary value. Now we describe the point multiplication algorithm which uses the binary sequence representing the EAC.

**Algorithm 1: Point Multiplication with EAC**

Input: \(P\), \(2P\) and the binary sequence

Output: \(Q = kP\)

1. \(U_1 = 2P\), \(U_2 = P\)

2. for \(i = 4\ to 1\ do\)

3. \(U_1 = U_1 + U_2\)

4. if \(c_i = 1\) then

5. \(U_2 \leftarrow U_1\)

6. Else

7. \(U_2 \leftarrow U_2\)

8. end if

9. end for

10. return \(Q = U_1 + U_2\)

This algorithm computes the output with fewer computations as compared to the point multiplication Eq. (4).

4. OUR APPROACH

In this section we will describe how the binary sequence related to addition chain can be recovered through the computation of algo. (1). First the adversary executes the algo. (1) and observes the correct output which is shown in Table [1].

<table>
<thead>
<tr>
<th>Steps</th>
<th>(c_i)</th>
<th>(U_1)</th>
<th>(U_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>2P</td>
<td>P</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3P</td>
<td>2P</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>5P</td>
<td>3P</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>8P</td>
<td>3P</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>11P</td>
<td>3P</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>14P</td>
<td>3P</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>17P</td>
<td>3P</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>20P</td>
<td>17P</td>
</tr>
</tbody>
</table>

Now the adversary keeps the last bit \((c_8)\) as it is (corresponding to Table [1]) and flips the bit \((c_7)\) which is shown in Table [2]. Adversary observes the output.
The adversary now sets the last bit ($c_8$) to 1 (corresponding to Table [1]) and flips the second last bit ($c_7$). Adversary observes this output.

Now he compares. If the result of Table [2] and Table [3] is same then second last bit ($c_7$) is 1 otherwise it is 0. So it is clear that to recover any $c_i$ bit we have to use rows corresponding to $c_i$ and $c_{i-1}$ bit. In one table we flip the $c_{i-1}$ bit and observe the output, into another table we set the $c_i$ bit as 1 and flip the $c_{i-1}$ bit. Then we compare the results of both the tables, if the results are equal the bit is 1 and if not it is zero. This comparison logic is derived from the fact that we have only four cases if we compare two rows of table 1 (i.e., 00, 01, 10, 11) and we can find a relation between them and the correct output of Table [1], if we apply sufficient no. of test cases. This approach can be applied recursively to recover all the bits except the first bit. There are two possibilities for first bit either 1 or 0, the adversary with these two possibilities and the known cipher text can easily recover the remaining bit. For this attack to be successful the adversary must be able to inject faults into the execution of algo. (1) in a reverse order.

5. CONCLUSION

In this paper we had used Point Multiplication algorithm with EAC to compute private key efficiently. This type of approach is used by small cryptographic devices to secure data. Later we had provided a way to recover the scalar k and private key which will break the entire Cryptosystem. For effective implementation of point multiplication algorithm, techniques are required which must be safe against such type of Fault Attacks. Overall this paper is about Implementation of Fault Attacks on Cryptosystems.
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