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Abstract— Cloud computing relies heavily on load 

balancing, which ensures that all of the resources, such as 

servers, network interfaces, hard drives (storage), and virtual 

machines (VMs), stored on physical servers, are working at 

full capacity at all times. A typical problem in the cloud is 

load balancing, which makes it difficult to keep the 

performance of the applications in line with the Quality of 

Service (QoS) measurement and the Service Level 

Agreement (SLA) contract that cloud providers are obligated 

to give to organizations. It's difficult for cloud providers to 

fairly divide the work between their servers. Multi-objective 

optimization (MOO) algorithms, ant colony optimization 

(ACO) algorithms, honey bee (HB) algorithms, and 

evolutionary algorithms are all examples of this type of 

method. The foraging activity of insects like ants and bees 

served as inspiration for the ACO and HB algorithms. The 

single-objective optimization problems can be solved by 

these two techniques, though. ACO and HB need revisions to 

work with MOPs. This paper summarizes the surveyed 

optimization methods and describes the modifications made 

to three specific algorithms. 

 

Index Terms— Load balancing, cloud computing, 

network, virtual machines, ACO, PSO 

 

I. INTRODUCTION 

1.1. Cloud Computing.  

The term "cloud computing" refers to a type of 

Internet-based supercomputing infrastructure. It allows for 

pooling of assets and on-demand distribution of the cluster's 

hardware and software. The idea behind cloud computing is 

to use network technology to create a centralized data center 

out of a collection of previously dispersed computers. By 

working together, these clusters increase the system's overall 

computational power. The principle behind cloud computing 

is that in a decentralized system, each user has quick and easy 

access to the services they require. There is now a critical 

challenge in cloud computing [2] of how to increase the 
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average service response rate of the system. Figure 1 displays 

the outcomes of the cloud computing system. The SPI model 

classifies cloud computing into these three broad categories: 

software as a service, platform as a service, and infrastructure 

as a service. Platform services can't exist without the IaaS 

that supports them [3]. When it comes to providing SaaS, the 

platform as a service relies on the underlying infrastructure to 

do its work [4]. In the same way that web hosting is related to 

the platform as a service, the two industries share a lot of 

similarities. The three distinguishing features of cloud 

computing are: (1) Virtualization is at the heart of cloud 

computing, allowing for speedy service provisioning and 

resource allocation. (2) Users access cloud computing over 

the Internet and make use of services designed with large data 

sets in mind. (3) Cloud computing's resources can be 

dynamically increased and customized to meet the needs of 

users, and consumers are charged for their real usage. Users 

are relieved of the responsibility of managing them, which 

lessens their processing load and their reliance on IT 

competence. 

Load distribution across available resources is necessary to 

achieve high performance and optimal resource usage when 

dealing with the diverse cloud resources that are dispersed 

throughout the globe in multiple data centers. Every available 

node in the cloud takes on an equal share of the cloud's 

variable workload. In this case, load balancing is employed. 

The load might be either the amount of data being transferred 

via a network or the amount of data being used in other places, 

such as memory or storage. The goal is to optimize the 

efficiency with which tasks are executed using cloud 

resources by distributing the load across the available 

machines as fairly as possible. 
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Figure 1: Cloud computing system 

 

 

1.2 Requirement of Load Balancing Computing resources 

such as a computer cluster, processing units, computers, 

central, disc drives, and network links can all benefit from 

load balancing strategies implemented through a computer 

network. Strategies for distributing demand that maximize 

throughput while minimizing reaction time and the risk of 

asset overload. Reliability can be increased without 

increasing the workload on any one component by employing 

load equalization methods. Since it is difficult to predict the 

number of requests that may be issued to a server, load 

balancing in the cloud differs from conventional thinking on 

the load-balancing implementation and design by leveraging 

product servers to achieve the load balancing. This opens up 

new possibilities and economies of scale but also brings its 

own set of difficulties. Cloud computing has many important 

features, but load balancing is one of the most important [5]. 

It's a system that evenly distributes the local jobs across all of 

the cloud nodes such that no one set of machines is ever 

significantly busier than the others. As a result of its help, we 

were able to increase both the quality of our presentations and 

the efficiency with which we used our resources. It also 

guarantees an expert and equitable distribution of all 

available computing resources [6]. Moreover, it prevents 

system bottlenecks caused by uneven loads. Fair-over, or the 

de provisioning and in-provisioning of cases of applications 

without fail, is a feature of load balancing that allows services 

to continue even if one or more of their components fail. 

illustrates the need for Load Balancing in the cloud when 

serving numerous users' requests. Many factors, including 

response time, performance, throughput, scalability, fault 

tolerance, associated overhead, migration, usage, and time 

resources, are taken into account by today's load balancing 

systems in the clouds. With the explosion of data, 

internet-connected devices, and user requirements, a new 

paradigm of cloud computing is being developed to deal with 

these issues. That raises the question of whether or not our 

cloud model can keep up with the growing demands of an 

efficient deployment strategy. [7] 

II. CHALLENGES OF LOAD BALANCING 

Overhead Associated- By employing a load-balancing 

mechanism, we can quantify the overhead involved. 

Overhead from completing various tasks, including those that 

need communication, have been compiled. The effectiveness 

of a load-balancing algorithm depends on minimizing its 

overhead.  

 

Throughput - By definition, throughput is the rate at which 

work may be completed within a certain time limit. The 

system's efficiency increases with a high throughput. 

Performance - The term "performance" refers to the system's 

effectiveness. It needs to be enhanced.  

 

Resource Utilization - The usage of resources can be 

evaluated using this tool. For a well-balanced system, it needs 

to be at its maximum. Scalability - Quality of service must 

remain constant regardless of the total number of users, a 

feature known as "scalability." The more nodes that can be 

added without compromising service, the better. 
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Response Time - In a highly distributed system, the response 

time is the length of time it takes for one node to react to a 

request from another node, as determined by the load 

balancing algorithmic rule. This parameter needs to be 

shortened for good presentation.  

 

Fault Tolerance – When a node fails, yet the system can still 

evenly distribute the load is known as fault tolerance. The 

most reliable method of dealing with failure is load 

balancing.  

 

Single Point of Fault - The system was built so that the loss of 

a single component would not disrupt service delivery. A 

load balancing system must be designed to account for the 

possibility of a catastrophic failure of a single node, as in a 

federal system, and to allow for the system as a whole to 

continue functioning normally.  

 

Period of Migration - Duration The amount of processing 

time needed to move a single job from one computer to 

another should ideally be small.  

 

III. LOAD BALANCING ALGORITHMS  

Below, we describe the load balancing algorithms currently 

used in the cloud, along with some important caveats:  

 

A. Random: Static in nature, the random load balancing 

method is typically defined during system design or 

development. A random number generator is used to select 

the node.  

 

B. FCFS: First Come First Serve (FCFS) is a simple load 

balancing method in which each load balancer maintains a 

work queue in which jobs wait to be executed. Because of its 

speed and ease of use, FCFS has many benefits. However, in 

the event that smaller activities have to wait for longer period 

because they are further down the queue, the overall response 

time will suffer.  

 

C. Round Robin: The Round Robin algorithm assigns nodes 

to fulfil requests in a round robin fashion for a specific time 

slice, i.e. according to the locally preserved method 

distribution order. In a scenario when the approaches are 

equally burdened, this expedites responses. However, 

different approaches have different work processing times. 

As a result, certain nodes may be heavily taxed while others 

sit idle.  

 

D. Weighted RR: Different machines are given different 

ration weights in technique D, weighted RR. This algorithm 

ensures that the define ratio weight is proportional to the 

average number of networks accepted by each machine 

throughout time. We can provide weighted assignments such 

as "Machine 1 is able to serve 3x the load that machines 2 and 

3 are able to bear," and the load balancer will send three 

requests to Machine 1 for every request to the others, making 

this approach superior to Round Robin. While this method 

operates well, it has a flaw due to the initial static definition 

of the weights.  

E. Dynamic Round Robin: This algorithm is very similar to 

Weighted Round Robin, with the exception that the servers 

are always being monitored, and the weights are constantly 

being adjusted. This is a form of dynamic load balancing. The 

current number of connections at each node and the fastest 

node response time are just two examples of how real-time 

server presentation analysis is used to distribute connections. 

The sole drawback to this approach is that its dynamic nature 

makes it difficult to implement in a static load balancer.  

 

F. Equally Spread Current Execution Load: In order to queue 

up jobs and point them ended to various virtual machines, the 

F. Equally Spread Current Execution Load method requires 

constant monitoring of jobs which are present for execution. 

Based on the scale of the workload, virtual machines (VMs) 

are assigned to perform it based on how quickly and easily 

they can complete the task at hand, with the maximum 

possible output for the least amount of time spent.  

 

G. Throttled Load Balancing Algorithm: When a client 

request is received, the load balancer tries to find an 

appropriate VM to complete the required task. The first step 

of the algorithmic method is to keep a catalogue of all the 

available virtual machines. Collection is carried out to hasten 

the process of operation. If a client's request is compatible 

with the machine's specifications and availability, the request 

is granted. Next, the virtual machine (VM) is given to the 

customer. If no available VMs meet the requirements, the 

load balancer does nothing with the request.  

 

H. Min-Min Algorithm: The first step of the H. Min-Min 

Algorithm is to find the shortest time required to finish all 

activities. Next, the minimum value of all the tasks on any 

supply is selected, and the tasks are scheduled on the 

corresponding machine. The new total execution time for the 

machine is then calculated by adding the time it took to 

complete the assigned work to the total execution time of all 

other tasks running on the machine. Once a job has been 

assigned to a machine, it is removed from the pool of 

available jobs. This process is repeated until the resources 

have been assigned to all of the tasks. hunger is the main 

drawback of this method.  

 

I. Max-Min Algorithm: The first technique we'll look at is the 

Max-Min algorithm, which works similarly to the Min-Min 

algorithm except that instead of starting with the minimum 

value, it immediately moves on to designating the maximum 

value. According to the comparable machine, this is the 

longest possible period of time that any single task can take 

up. After that, the time it takes to complete the assigned work 

is added to the total time it takes to complete all tasks on that 

system. After a job has been assigned to a machine, it is 

removed from the list of open jobs. This method is repeated 

until all jobs have been assigned to available resources.  

 

J. Token Routing: The method was developed with the 

intention of reducing the overall system cost by redistributing 

tokens. Agents do not have access to sufficient information 

for dividing up work because of a backlog in communication. 

Token-based load balancing, a heuristic approach, mitigates 

this algorithm's flaws and improves its speed and efficiency 
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in making routing decisions. Managers here can make 

decisions about where to pass the token using their own 

internal knowledge base without needing complete 

information about the global status or the task loads of their 

neighbours. There is no added communication cost because 

the information is simply extrapolated from previously 

received tokens. j. Genetic Algorithm: Genetic Algorithm is 

guided by the placement rule, the distribution rule, and the 

selection rule. As a result of the server scheduling, the job 

will be completed using a dynamic technique. A number of 

tasks will be assigned at the outset. After then, the job size 

will be randomly chosen and executed automatically. The 

random number generators are deposited in a task slot and the 

tasks are then processed. Although the evolution of cloud 

computing is typically unpredictable, it may be defined in 

terms of the allocation of N jobs submitted by cloud clients to 

M processing units in the cloud. Each CPU has what's called 

a "processing unit vector," or PUV, which is a vector of 

millions of instructions per millisecond (MIPMS). The delay 

cost, R, and the instruction execution cost, x, are represented 

graphically.  

 

K. Ant Colony Optimization: Solitary ants exhibit 

significantly more primitive behaviour than other kinds of 

bugs. Because of their short-term memory and seemingly 

random actions, we can only assume that they are not 

particularly intelligent. By cooperating as a group, ants are 

able to complete a variety of challenging tasks with 

remarkable reliability and precision. While this is essentially 

self-organization prior to learning, ants must cope with a 

marvel that looks severely like overtraining in enhancing 

learning strategies algorithmic approach based on ant 

behaviour. The ACO is the most innovative and 

well-respected field in the endeavour to create algorithms 

inspired by ant behaviour, specifically the capacity to identify 

what computer scientists would term shortest pathways.  

 

L. Particle Swarm Optimization: Particle Swarm 

Optimization (PSO)-based Task-based System Load 

Balancing (TBSLBPSO) achieves load balancing in a system 

by selectively migrating new jobs from a heavily utilised 

virtual machine (VM) rather than migrating the entire VM. 

The innovative host VMs were selected, and the additional 

jobs were migrated using a PSO optimization model. It was 

found that the TBSLB-PSO procedure dramatically cuts 

down on the time needed for the load balancing technique 

compared to conventional load balancing procedures, and 

that the running of loaded VMs is not interrupted in the 

process of migration. Additionally, it was found that the VM 

pre-copy technique is not required. It improved cloud users' 

Quality of Service by getting rid of VM outages and the 

possibility of losing their most recent actions.  

 

M. Firefly Algorithm: We can now idealise some of the 

fireflies' atypical characteristics in order to create algorithms 

that are inspired by fireflies. For the sake of clarity, we will 

now define our innovative Firefly Algorithm (FA) using the 

three simplified principles below: Since (1) all fireflies are 

unisex, any one firefly will be puzzling to any other firefly 

regardless of sex, and (2) a firefly's attractiveness depends on 

its brightness, the less happy firefly will always be attracted 

to the brighter firefly in a pair of unequally happy fireflies. 

Both the appeal and the brightness decrease with increasing 

distance. If there is no more brilliant firefly, it will move at 

random; (3) a firefly's brightness is showy or determined by 

the terrain of the neutral function. 

 

IV. LITERATURE SURVEY 

Based on xen cloud technology (hypervisor) and the credit 

system (default scheduler for xen), a compare-and-balance 

algorithm is suggested in [8] to dynamically assign resources 

according to demand and distribute workload among servers. 

The algorithm monitors the CPU and RAM loads on a regular 

basis, and scales up accordingly. They migrated from a lower 

threshold value of 10 to a higher range of 70–95 if the 

necessary resources were unavailable (upper). The suggested 

GA-based algorithm in [9] uses a genetic algorithm (GA) in 

conjunction with a gel to solve the load-balancing problem 

between virtual machines (Vms) (gravitational emulation 

local search). GA is naturally global in its approach to the 

search arena in which a gel operates. Using mutation, 

crossover, and selection, the authors identify two fitness 

roles. In [10], a compare-and-balance algorithm based on 

sampling was proposed in order to arrive at an equilibrium 

solution that reduces the time it takes to migrate virtual 

machines by using shared storage and satisfies the 

requirement for zero-downtime relocation of virtual 

machines by converting them into red hat cluster services. In 

[11], the authors suggest a PSO-based algorithm for 

optimising Vm allocation and reaction time. For the 

implementation, they employ cloudsim technology. It 

monitors the health of the server and distributes the workload 

across the available Vms in an efficient manner. An Ant 

Colony Optimization (ACO) algorithm was proposed in [12] 

to implement load balancing in a distributed system for the 

occf (open cloud computing federation), which contains 

numerous cloud providers. This algorithm improves upon the 

previous ant colony Algorithm in many ways. Multi-agent 

genetic Algorithm (maGA) is a hybrid Algorithm combining 

GA with multi-agent approaches, and it was proposed in [13] 

as a means of achieving high performance via GA. To evenly 

distribute workloads across cloud nodes, [14] suggested an 

Algorithm based on ACO. Rather of each ant updating its 

own set of results, this strategy has all the ants updating a 

shared set of results, which is then gradually expanded and 

improved upon. Algorithm based on bee colony optimization 

proposed in [15] by modelling honey bee behaviour 

optimises nectar (throughput) to achieve maximum 

throughput. An algorithm based on PSO and the endocrine 

Algorithm, which takes its cues from hormone behaviour in 

humans, is proposed in [16]. LB is accomplished through the 

use of a self-organizing strategy between strained Vms. This 

approach is organised and is founded on Vm-to-Vm 

communications. Through the use of PSO's increased 

feed-back method, overworked VMs are able to offload some 

of their workload to less busy ones. This self-adaptive ant 

colony optimization activities scheduling Algorithm was 

proposed in [17]. The ACO algo is made self-adaptive with 

the help of PSO algo, which also enhances the pheromone 

update and calculation processes. An ACO-based algorithm 

called ACO-vmm (ACO based Vm migration) is suggested in 
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[18]. In this algorithm, a local migration agent independently 

keeps tabs on resource use and initiates migrations. In order 

to prevent needless migrations, the Algorithm considers both 

the current and target system states during the monitoring 

phase. To locate a nearly optimal mapping between Vms and 

pcs, this algorithm uses two distinct ant-like traversal 

algorithms (pms). The fitness value of the PSO-based 

algorithm suggested in [19] is changed by tweaking the 

definition of the particle's position and velocity and the rules 

for updating. This technique accounts for the specifics of 

complex networks while developing an appropriate model for 

assigning resources and tasks. The foraging behaviour of 

honey bees is used as inspiration for an algorithm published 

in [20] to efficiently distribute work across virtual machines 

(Vms). In this model, under-utilized Vms serve as the nectar, 

whereas over-utilized Vms provide the honey. An GA-based 

algorithm was proposed in [21], and it is based on the 

double-fitness adaptive Algorithm, which is a genetic 

Algorithm for balancing the workload across several tasks in 

a given period of time (jlGA). The technique not only 

prioritises the order in which jobs are scheduled, but it also 

seeks to balance the workload between individual nodes. 

After using a greedy algorithm to seed the population, the 

author introduces variance to characterise the distribution of 

heavy workloads across nodes and applies weights to the 

multi-fitness function. In [22], an ACO-based algorithm for 

optimising data centre performance and resource usage is 

suggested. This algorithm can distinguish between 

overloaded and underloaded servers and distributes 

workloads accordingly. In [23], a policy approach for 

scheduling cloud-based tasks was developed; it uses the same 

load-balancing techniques as ant colony optimization 

(lbACO). The procedure is meant to restore harmony to the 

entire setup. The Makespan balancing time was cut in half 

using a suggested algorithm in [24] that uses ACO. It can be 

utilised to improve resource utilisation and performance, as 

well as save time and money during the processing phase. In 

this approach, tasks and resources are the sole focal points. 

 

V. CONCLUSION 

In this work, we focus on optimization issues connected to 

load balancing that have a significant impact on system 

performance. Load balancing optimization strategies are 

studied in depth. In addition, it provides an overview of three 

popular algorithms found in engineering applications: 

evolutionary algorithms; ACO; HB; and MOO. The 

approaches have been consolidated to reveal the MOACO, 

MOHB, and ant-bee algorithms. The report also discusses the 

pros and cons of each individual algorithm. Some 

optimization methods have distinct drawbacks; for instance, 

the HB algorithm provides the best results only at a set 

distance (short path), and ACO has issues with speed and 

convergence. From a theoretical perspective, we can deduce 

that the three newly developed algorithms based on the 

combination of optimization approaches are self-adaptive 

and more practical than the original methodologies. 
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